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Introduction

In previous publications, Rittal Corporation has discussed the design and implementation requirements associated with deploying a 

high density cooling solution.  Today, it can be said with a very high degree of certainty that the IT community is well aware of the critical 

issues of meeting the power and cooling requirements of the data center, and, in some cases, not having enough of one or the other, 

or even both.   The discussions continue—from equipment vendors, to design engineers and consultants, facility personnel, various 

industry groups and even the government.   All interested parties have their unique ideas and solutions, roadmaps and planning tools, 

and new products that will address these needs.  In the middle are the end users, trying to make sense of it all, keeping up with the 

latest advances and information—making sure to get the most cost effective solution without penalizing performance.

As a global provider of modular enclosure and high density cooling solutions, Rittal Corporation chartered an international engineering 

firm to review and analyze performance of the Liquid Cooled Package (LCP) system versus traditional air cooled systems.  For the 

comparison and analysis, a “typical” data center with a pressurized raised floor and hot aisle/cold aisle row orientation using CRAC 

units was considered.  The same heat load was then “installed” in a data center using only LCP units.  The resulting report, summarized 

in this paper, addressed the various cost and energy components of a typical data center and the potential savings to be realized.

Technology Review

Before looking at the results of the study, a brief review of current high density cooling systems is in order.  Generally, there are three (3) 

main methods for high density cooling:

Active Air systems using directed airflow and fans to circulate air through enclosures and exhaust the warm air to the o 

room or ceiling spaces.  These systems will still require CRAC or CRAH units in place.

Fluid based systems using chilled water or refrigerant with a heat exchanger to transfer heat and remove it completely o 

from the space through existing facility infrastructure.  Depending on deployment, these systems may not require in-

room air conditioning.

Chip cooling solutions mounting heat exchangers directly to processors, removing the heat through a secondary o 

transfer system.

Fluid based systems are available in two basic configurations:

Closed Loop/Close Coupled with circulating air remaining inside the equipment enclosure and transferred to a heat o 

removal medium.

Open Loop/Close Coupled with heated air removed from the rear of equipment enclosures, passed over heat o 

exchangers but returned to room spaces instead of directly to server air intakes.  These systems are typically 

deployed as supplemental cooling systems, designed to reduce hot spots, placing cooling units closer to heat loads 

yet still working with installed CRAC systems.

Each system has specific benefits as well as some potential disadvantages.  Any end user considering an installation should weigh the 

pros and cons of each system, considering such variables as existing infrastructure, available floor space, components to be installed, 

installation densities, and plans for future technology deployments.  The key recommendation here is for an end user to insure all parties 

involved in the design and installation of a high-density system communicate with each other through all project phases.  These should 

include design and engineering firms, IT personnel, facilities personnel, installation contractors and component vendors—with the 

stated goal to make sure there are no unpleasant surprises along the way.

Analysis and Discussion

A.  Design Basis

In the analysis, a design basis for comparison was established.  Initial costs for construction and equipment selection were concluded, 

a real estate comparison based on several market values and different cities was done, and finally, a total mechanical cooling system 

operating expense calculated on an average basis.  Table 1 below shows the design parameters established for the comparison.



Table 1. Design comparison between the LCP and conventional cooling method

The total area of the data center for a given number of IT components is calculated based on an equal total of IT power consumption.  

Table 1 shows that LCP provides the benefits of a smaller footprint when compared to legacy cooled data centers.  Data centers using 

LCP can achieve 35-45% savings in required real estate depending on the size, which translates to a higher heat flux (higher density) 

per rack and per square foot.  Considering an N+1 system, the total numbers of CRAH units and LCP racks were calculated for both 

sizes of data centers as presented above.   

B.  Initial Costs

The principal costs associated with LCP as compared to a conventional raised floor cooling system are shown in Table 2 below.  

Table 2. Initial cost analysis

In developing Table 2 below, several assumptions were made:

The construction cost is based on $150/fto 2.

Legacy data center raised floor height is based on 36” while that of the LCP is based on 12”.  Raised floor is based on 6000 lbs o 

concentrated load and zero seismic design criteria. A raised floor may not be necessary for data centers with LCP.  

The legacy data center is assumed to have a drop ceiling and return air grills installed, although many are operating with out o 

this and rely on the fact that rising warm air will find its way back to the CRAH return plenums.  In this calculation, a separate 

return duct was not accounted for assuming that the space above the drop ceiling can be used as a return plenum  

The costs include chilled water and condensate drain pipes and fittings, pipe insulation, high performance butterfly valves, o 

system fill, flush, and equipment start up for N+1 system

Electrical construction costs are based on engineering estimates associated with required wiring from the distribution panels to o 

the CRAH’s and LCP’s.  It includes feedboxes, circuit breakers, panels, and labor.  

Perforated tile cost was captured in the conventional data center cooling methodologyo 



C.  Real Estate Analysis

Table 3.  Real estate analysis

Table 3 compares real estate costs associated with leasing a space in office or industrial park areas in four different cities based on the 

required footprint as depicted in Table 1.   For a small data center that could be housed in an office space, savings on the order of 30% 

should be expected.  For a larger data center, where industrial park locations could be considered, an expected savings around 40% can 

be achieved in the same city.  (Note: Data referenced based on CBRE market review (2006, 2007) 



D.  Energy Analysis

Table 4.  Energy Analysis



The first portion of Table 4 shows the total fan power consumption associated with the conventionally CRAH cooled data centers 

compared to total fan power used in LCP cooled data centers.  Fans are assumed at full load and at rated power consumption for both 

systems.  There is also an associated savings in envelope and light load, leading to a total annual cost reduction of about 30-45% in 

related cost.  In this calculation, it was assumed that lights are not activated by a motion sensor.  In all energy calculations, $0.10/kWh 

was assumed as the cost from the utility company.

In determining the impact on the central chilled water plant, Figure 1 shows that the temperature of the chilled water supply needed 

to meet the cooling load of 15Kw.  The supply of chilled water temperature for the LCP data center was compared to that of the 

conventional data center for both sizes.  

In calculating central plant power consumption, which includes all the components in the mechanical cooling system, the analysis 

considered an ecosystem approach looking at the overall power consumption of a given data center.  This approach is termed a burden 

factor or power usage factor (PUE) and resultant global warming impact.    Briefly, PUE is a metric that categorizes data centers based 

on total IT power consumption, mechanical power consumption, electrical power support from utility mains down to the PDUs, RPPs, 

and also other power consuming systems such as fire/smoke protection system, BMS, and EPMS.  

Figure 1: Cooling output of the LCP equipped with three cooling modules

When considering the overall savings for a given data center size, the chilled water savings, fan power savings, as well as envelope and 

lighting savings need to be added.  For an average efficiency data center, one would quickly calculate an annual savings of $45,000 and 

$160,000 for the small and large data centers considered in this study, respectively. 

It should be pointed out that increased chilled water temperature has a positive impact on the water side economizer if the central 

chilled water plant is equipped with such technology.  For a traditional water side economizer system, the number of economizer 

hours depends on the number of hours that the outside wet bulb temperature is less than the chilled water set point.  The exact impact 

depends on the climatic zone of the city of interest.  With such systems in place, the energy savings mentioned above can be enhanced 

even further. 

One additional point to consider regarding energy savings and the cost benefits; by deploying energy efficient systems that demonstrate 

measureable savings, end users may be eligible for rebates from their electrical supplier.  Many utilties have formal programs in place to 

measure energy savings from a variety of components installed in the data center and supporting facility.  The greater the savings, the 

greater the potential rebates.  Rittal encourages end users to contact their local utility to determine what programs are available, what 

products or technologies qualify for possible rebates, and how to apply for these progams.



Conclusion

Deploying a high density cooling solution should be considered if: 

There is a space limitation at a site that would limit the quantity of enclosures that could be deployed to support existing and A. 

planned hardware installations.

Existing facilities cannot add more in-room cooling capacity, but do have sufficient chiller plant capacity to support additional B. 

hardware.

There is, or will be, an installation of high performance computing products—either blade server systems or high-density rack C. 

mount products.

A review of the factors described above show the potential savings to be realized from a high density cooling installation.D. 

Deployment of a high-density cooling system can have a significant impact on an end user’s ability to grow and meet greater demands 

for IT applications.  These impacts may not only be limited to the actual data center, but could have broader effects on an overall site 

including chiller plants, power distribution, construction costs, etc.  An additional benefit may be realized through improved hardware 

performance, reduced MTBF and shortened MTTR of IT components.   “Green” considerations can also be affected, again leading to 

costs savings and rebates, as well as compliance with current and proposed energy usage guidelines.

Rittal Corporation recognizes that not every site and every end user will need or benefit from deploying an LCP system.  Additionally, 

the results published here are of a general nature, and individual results and performance parameters must be evaluated and may vary.  

However, for current, and more importantly, future installations and deployments of next generation technologies, an LCP system will 

offer a viable solution to meet the ever-increasing cooling demands of the IT world.

The focus must shift from “How?” to “Why?”  The end user community should no longer consider whether these systems are feasible or 

practical, but what benefits can be gained?  As more systems are brought on-line, Rittal and other vendors will gain even more practical 

experience and data on costs savings.  The goal is to identify the “Sweet Spot”—the point where, looking at all the variables, it makes 

sense to install an LCP-based high density cooling system.

For further information, please contact Rittal Corporation at 937.399.0500 or visit our websites at www.rittal-corp.com, www.rimatrix5.

com or www.rittal.com.
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Want to find out more about Rittal IT products and services? Helping our 
customers find the right solution for their application is something we take 
seriously. Let’s see what we can do to assist you.

Take advantage of our expertise by filling out the form below and faxing it to 937-390-7349:
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Name

Company

Title

Department

Address

City/State/Zip

Telephone   

Mobile    

Fax    

E-Mail

Which IT Product Are You Interested In?

 Have a Rittal representative visit me        Contact me by phone        Contact me by E-Mail

Please send me these Rittal catalogs:

Data center racks and other 
solutions.

Service programs to protect 
your business investment in 
Rittal products.

The industry leading modular 
server enclosure from Rittal.

Rittal’s Liquid cooling products 
safely bring cooled liquids into 
the data center. 

 IT RittalXpress  Rittal Services
   Overview 

 Rittal TS8 
   Server Enclosures

 Rittal Liquid Cooling
   Products


